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EXECUTIVE SUMMARY

The Internet Research Agency (IRA) was a private enterprise that carried out influence operations on behalf of the Russian Government between 2013 and 2018. The University of Melbourne (UoM) was tasked to deliver a case study of the IRA and respond to four primary themes and research questions.

The four themes and questions were:

• **Governance and Ethics**: What was the IRA’s business model for operations, including its operating concept, financing arrangements, governance, and legal and ethical framework?
• **Persuasive Technology and Techniques**: How did the IRA use technology and techniques to persuade its target audiences?
• **Systems and Technology**: What were the foundational systems, technology and workforce skills required for IRA’s operation?
• **Campaign Awareness and Sensemaking**: How was the IRA able to achieve and maintain awareness of the impact of its influence activities?

To answer these questions the UoM’s research team:

• Carried out a systematic literature review.
• Elicited expert knowledge from a multidisciplinary team of senior academics from multiple institutions through an iterative consultation process.
• Synthesised the findings from the literature review and elicitation process into the findings and recommendations of this report.

KEY FINDINGS

• The Russian IRA was a private entity that operated with direct approval and endorsement from Russian President Vladimir Putin.
• There were two key benefits to acting as a private entity: (a) plausible deniability for the Russian Government in relation to its support and involvement, and (b) creative license for the business.
• The IRA was funded by Russian businessman Yevgeny Prigozhin and operated ostensibly as a digital marketing firm, complete with a corporate hierarchy and all the usual business units.
• The IRA had approximately 400-600 staff at any one time and 800-1000 employees over the life of the operation. Staff worked in specialist departments according to their skills.
• The IRA operated 24/7, enabling real-time, time zone-specific content creation and engagement, among other things.
• The IRA’s overarching objective was to sow discord and division in nations that were not aligned with Russia’s geo-politics, and to undermine confidence in democratic institutions, such as electoral systems. The modus operandi was, predominantly, to amplify existing divisions within societies.
• Bot technology gave the IRA an important force multiplier with the power to direct messaging and content to target audiences easily, quickly and relatively cheaply.
• The IRA operated within Russia’s broader disinformation and propaganda ecosystem, leveraging an extensive base of expertise and experience, and the resources of Russia’s intelligence community.
• The IRA differed from other Russian influence operations in using social media platforms to reach and engage audiences. Functions native to social media, such as behavioural data tracking, gave the IRA the ability to target a specific audience.
IRA’s influence operations troops had cultural/linguistic skills and were social media literate. They were familiar with the Internet and online subcultures, which meant they could interact with diverse groups.

IRA’s influence operations were characterised by their multi-platform, high volume, high-speed messaging and content production and dissemination, or ‘firehose strategy’.

Transforming online behaviour and beliefs to action in the real world was a key performance metric for IRA operators. Provoking offline violence between online groups was a measure of success.

IRA influence campaigns were designed to inflame racial and ethnic tensions in the United States (US) and Europe, contravening international treaties to which Russia is signatory.

RECOMMENDATIONS

- Establish an ethical framework for information operations that aligns with Australia’s democratic values, Government policy and international law, with flexibility to adapt in a rapidly evolving threat environment.
- Establish an information operations ecosystem including Defence, intelligence, and non-government expertise.
- Consider off-the-shelf, third party and/or native online tools/capabilities to monitor activity on social media, including tools that identify vulnerable individuals and groups, and regions relevant to Australia’s national interest.
- Survey and develop more advanced methods for sensemaking and campaign awareness, and for assessing the relationship between online and offline behaviour.
- Ensure the cultural/linguistic, cognitive (e.g., critical thinking) and creative (e.g., digital marketing) skills required to avert and conduct influence operations are trained/recruited for.
- Experiment with organisational structures and processes that provide agility (speed, flexibility, innovation) in the information environment.
- Where possible and appropriate, work with Australia’s Five Eyes partners (and other allies) to develop information operations capabilities and principles.
- Engage with our Indo-Pacific partners to increase resilience to malign or hostile information operations and to boost, where possible and appropriate, local capabilities.
BACKGROUND

The IRA was a proxy for the Russian Government. According to US intelligence, it conducted influence operations with the approval of Russian President Putin. Its status as a private business gave the Government plausible deniability in relation to the activities of IRA operatives. It was funded by Yevgeny Prigozhin, an oligarch closely associated with Putin and Russian intelligence. And while it appears Prigozhin met regularly with IRA’s senior management and gave them direction, they took great pains to disguise the source and purpose of his funding.

Known as a “troll farm”, the IRA was, in essence, a covert private military company serving the Russian Government’s domestic and geopolitical goals. Unlike most private military companies, however, the IRA operated primarily in the information environment. It’s focus – in its own words – was “information warfare”, and it conducted its business undercover as a corporate entity providing digital marketing services. This business model gave the IRA the ability to evolve and improve its methods in an agile, adaptive manner as it weaponised social media. It did this largely by taking advantage of the opportunities created by social media and its underlying business model. This model, adopted by different platforms, generates revenue from targeted advertising via the collection and sale of vast quantities of users’ personal data.

Social media helped the IRA carry out highly sophisticated, large-scale operations. The following statistics reveal the unprecedented scale of these operations. Between 2014 and 2017, it is estimated the IRA engaged at least:

- 126 million Americans on Facebook (using at least 470 pages and accounts). The IRA’s most popular Facebook page, Being Patriotic, received 6,431,507 likes and was shared 4,429,880 times.
- 20 million users on Instagram.
- 1.4 million users on Twitter.
- And uploaded more than 1000 videos to YouTube.

The scale of its US operations was remarkable, given it began as a relatively small unit in July 2013, focusing primarily on domestic Russian audiences. This suggests that the IRA was able to experiment, adapt and evolve its tactics and techniques, and access the resources and workforce to transition from a small, domestic operation to an organisation with global reach.

Despite the scale and reach of the IRA’s campaigns debate continues about their level of influence. This is due largely to the difficulty in measuring and assessing influence campaigns (discussed in Campaign Awareness and Sensemaking.) The IRA had multiple long-term, short-term, strategic and tactical goals relating to its influence operations, and it appears these goals were flexible. This meant the IRA could easily adapt its messaging and

---

2 Prigozhin also funds and controls various media outlets that form part of Russia’s propaganda ecosystem, and he also helps fund and operate the Wagner Group, whose mercenaries operate as proxies for the Russian government in the physical, kinetic environment.
content to rapidly evolving situations. For example, when it appeared likely presidential candidate Hillary Clinton would win the US election, the IRA put effort into messaging that was designed to undermine her. However, questions such as, ‘Did the IRA campaign convince x number of people to vote for Donald Trump?’, while important, cloud the bigger picture; the IRA’s main goal, it seems, was to sow doubt, amplify existing social divisions and weaken the US (and its allies) as part of a long-term strategy. There is every indication that Putin and the Kremlin, building on Soviet methods of the past, are playing a long game, and the IRA was part of a larger influence and propaganda ecosystem, established to conduct Russia’s information and hybrid warfare more broadly.

Historians and social scientists will likely assess the impact of the IRA’s influence campaigns against different metrics and indicators into the future. Nevertheless, the campaign targeting the US political system prompted the US Central Intelligence Agency (CIA), National Security Agency (NSA) and Federal Bureau of Investigation (FBI) to say: “Russian intelligence services would have seen their election influence campaign as at least a qualified success because of their perceived ability to impact public discussion”. James Clapper, former US director of national security, was even stronger in his testimony to the US Senate, stating:

“Russia’s influence activities in the run-up to the 2016 election constituted the high-water mark of their long running efforts since the 1960s to disrupt and influence our elections. They must be congratulating themselves for having exceeded their wildest expectations with a minimal expenditure of resource. And I believe they are now emboldened to continue such activities in the future both here and around the world, and to do so even more intensely. If there has ever been a clarion call for vigilance and action against a threat to the very foundation of our democratic political system, this episode is it.”

As stated, the IRA formed part of an influence and propaganda ecosystem comprising bodies and systems controlled directly or indirectly by the Russian Government. These range from official, overt, state-run media to plausibly deniable, proxy outfits and covert influence operations (such as hack and release operations). They are run – directly or indirectly – by Russian intelligence organisations, including the Main Intelligence Directorate (GRU) and the Federal Security Service (FSB). The influence operation targeting the US political system and 2016 Presidential election had three parts – (i) the hacking of US voter registration systems, (ii) the hack and release of documents from the Democratic National Committee (DNC), (iii) the efforts to sow doubt and discord, amplify wedge issues, suppress electoral participation, and promote candidate Trump and denigrate Clinton. IRA messaging was coordinated with these efforts and promoted messaging related to the hacked DNC emails. The same thing occurred during the 2017 French elections with Emmanuel Macron’s hacked and released emails, also attributed to Russian intelligence services. However, it is unclear whether there were any direct connections between the IRA and Russian intelligence, though this is possible. Generally, however, at the

---

11 “Pillars of Russia’s Disinformation and Propaganda Ecosystem” (U.S. Department of State Global Engagement Center, 2020).
12 Snegovaya and Watanabe.
operational and tactical level, Russian influence campaigns are decentralised in terms of their governance, with messaging guided by a “… sense of the Kremlin’s desires rather than any master plan”.  

While the IRA was essentially a private military company dedicated to influence operations, it presented as a digital marketing firm. It used digital marketing methods to maximise the opportunities provided by the advertising and revenue-raising business models of social media. Harvesting user data to build profiles to sell to businesses for targeted advertising is one example. The IRA used this to wage influence operations on a target audience as opposed to selling an audience a business or product.

While innovative, and revolutionary in their way, the scale and sophistication of the IRA’s malign online campaigns owed a lot to an influence system that has been through multiple evolutions. Firstly, they were an evolution and adaptation of the Soviet era, ‘active measures’ playbook. Secondly, the IRA grew out of the Russian Government’s existing online influence activities. Russia began experimenting with – and developing – the capability to influence domestic political audiences via social media in the mid-2000s. The IRA started as a relatively small operation as part of these efforts in 2013. Based in a small mansion in the Olgino district of St Petersburg, it tended to target Russian audiences with pro-Putin messaging and messaging “slandering (Russian anti-corruption activist Alexei) Navalny”. These operations were exposed by individuals, journalists who infiltrated the operations and job advertisements posted online. The organisation grew from this to a company listed on the Russian Government’s registry of businesses.

In 2014 the IRA deployed its influence operations in the Ukraine to target international opinion around Russia’s annexation of Crimea, and the downing of MH17. Regionally focused operations such as this were a turning point for the IRA. Russia’s Government appears to have given the IRA the go ahead to deploy influence campaigns against Western governments, its institutions and citizens. The precise date is unknown but the IRA moved to larger premises at 55 Savushkina St, St Petersburg the same year.

The 2014 Columbian Chemicals plant explosion hoax was one of the first IRA operations in the US. IRA tweets, text messages and YouTube videos falsely claimed there had been a dangerous explosion at a chemical plant in Centerville, Louisiana. Later that year, many of the same Twitter accounts were linked to a minor Ebola outbreak panic in Atlanta, Georgia.

By 2016, the IRA was deploying between 400 and 1000 hired civilian ‘trolls’ as proxy influence operations ‘foot soldiers’ to post online comments, tweets, blog posts and other content. They created websites and cultivated

---

followers, audiences and potential ‘assets’ using false, online sock puppet personas (online identity used for the purposes of propagating false information). 19

IRA tactics listed here, and explored in later sections, point to its modus operandi:

- Create fake social media accounts - Reddit, Facebook, Instagram, and other social media platforms.
- Gain credibility and grow audience with targeted messaging, including ‘feelgood’ content to draw audiences in.
- Use advertising tools created by Facebook, Google, among others, to target audiences with paid advertisements.
- Promote selected ‘like-minded’ accounts on fake accounts.
- Promote/amplify selected messaging/content and accounts with bots.

**TIMELINE**

Between 2014 and 2018, the IRA used this modus operandi in influence operations against a range of Western audiences, and in the context of different political and geopolitical events, including:


**2015** Greek audiences targeted with anti-European Union (EU) messaging. IRA-linked accounts push messaging suggesting Greece should leave the EU. 20

**2015-2017** US and Western audiences targeted with messaging that is pro-Bashar al-Assad, anti-US and pro-Russian intervention in Syria. 21

**2016** United Kingdom (UK) EU membership referendum (“Brexit”). IRA-linked accounts worked to inflame anti-Islamic sentiment as part of a pro-Brexit campaign. IRA Twitter accounts widely cited by the UK media (>80 times). 22

**2016** Dutch referendum on EU trade deal with the Ukraine, 2016. IRA created and spread a video purporting to be an official statement by Ukraine’s infamous right-wing Azov Battalion and threatening terror attacks in the Netherlands if the deal was rejected. 23

**2017** German federal elections. IRA-linked accounts targeted both ends of the political spectrum and sought to inflame political divisions. This appears to have been coordinated with activities targeting the right wing by RT

---


21 DiResta et al., “The Tactics & Tropes of the Internet Research Agency.”


and Sputnik, including the promotion of the “Lisa Case” (later debunked) of a young Russian/German girl raped by immigrants. This story was also mentioned at least twice by Russian foreign minister Sergey Lavrov.\textsuperscript{24} 2017 French Presidential elections. IRA repurposed Twitter bots previously used to target US audiences. These were involved in messaging relating to the hacked and released emails of President Macron (an operation attributed to the GRU).\textsuperscript{25}


Campaign
IRA targets U.S. audiences and political system, including the 2016 U.S. Presidential election, with messaging designed to sow doubt, discord, and inflame political polarisation.

Early and successful experimental campaign targeting American audiences across multiple platforms.

Campaign
The IRA spread fake news of an explosion at a chemical plant in Louisiana using the hashtag #ColumbiaChemicals and hashtags mimicking U.S. news outlets. Trump announces his candidacy for the presidency.

Russia develops clear preference for Trump reflected in IRA’s pro-Trump anti-Hillary messaging.

Campaign
United States House of Representatives elections, U.S. Cyber Command launched “attack” on the IRA business centre and effectively took them offline during the elections.

Mid-2000s
The Russian Government begins actively experimenting with and developing capabilities to influence domestic political audiences using social media.

2013
Campaign
Russian annexation of Crimea.
IRA begins influence operations in and around Ukraine (including the downing of MH17). This is a key turning point of IRA activity—after this, it is increasingly deployed against Western targets.

2014
Campaign
IRA moves to a larger facility at 55 Savushkina Street, St. Petersburg. Shares office space with several ill-defined entities involved in Russian influence operations.

2015
IRA officially listed as terminated on Russian business registry, but operations at 55 Savushkina St. continue unabated.

2016
Campaign
Special Counsel Robert Mueller investigation into Russian interference begins. IRA messaging disparages and mocks the investigation.

2017
Social media companies begin identifying Russia-linked accounts and shutting them down.

2018
Indictment of 13 Russian nationals associated with the IRA by Special Counsel Robert Mueller.

2019
“Pop-up” influence operation centre in Ghana with links to Prigozhin identified and shut down.

2020

Operations at 55 Savushkina Street terminate.

Additional context
Pre-registration of IRA - Russian influence operations
July 2013 IRA registered as formal business in Olgin District, St. Petersburg.

Figure 1: Internet Research Agency Timeline (Prepared by Jemma Smith, Emily Ellbott, Richard Stearne and Dr Morgan Saletta)
The scale and scope of these operations (especially in the US) drew a great deal of attention from investigative journalists, intelligence organisations, law enforcement agencies, militaries, politicians and social media platforms. The IRA’s plausible deniability was called into question and it became clear it was a proxy for the Russian Government.

However, while the impact(s) of IRA influence campaigns are subject to continuing debate, its influence operations, particularly against the US political system and 2016 Presidential elections, were considered a success by Putin. It is, therefore, unsurprising that Prigozhin – and others formerly associated with the IRA – have been associated with multiple clones and pop-up shop iterations, in St Petersburg and as far afield as Ghana. The Russian Government’s continuing deployment of influence operations via digital and social media platforms is based on its perception that they are effective, cheap, difficult to defend against, plausibly deniable and a kind of ‘equaliser’ against the West.

**APPROACH AND METHOD**

The UoM team applied the project’s four thematic research questions to the IRA. It gave each question a section (e.g. Systems and Technology/Techniques) in the following order:

- **Governance and Ethics:** What was the IRA’s business model for operations, including its operating concept, financing arrangements, governance, and legal and ethical framework?
- **Persuasive Technology and Techniques:** How did the IRA use technology and techniques to persuade their target audiences?
- **Systems and Technology:** What were the foundational systems, technology and workforce skills required for IRA’s operation?
- **Campaign Awareness and Sensemaking:** How was the IRA able to achieve and maintain awareness of the impact of their influence activities?

At the start of research, the team modified Question 2 (Persuasive Technology and Techniques) to include the word ‘techniques’. As research progressed, it decided to include an exploration of the psychological principles that may have informed or, perhaps, been integral to IRA tactics. The Joint Influence Activities (JIA) expressed an interest in this sub-question during the consultation phase. It also expressed an interest in the role, if any (and if known), Russia’s intelligence agencies played in IRA operations. The team explored this in two sections, Persuasive Technology and Techniques, and Campaign Awareness and Sensemaking, but found no clear evidence intelligence agencies were involved.

During the research it became evident that the term ‘Internet Research Agency’ can be a catch-all for Russian influence campaigns. In consultation with JIA, the UoM team decided to apply the term specifically to the entity founded and registered as a business (the IRA) in the Olgino district of St Petersburg in 2013, before operations moved to 55 Savushkina St in 2014. While Russia’s business registry indicates the IRA terminated as a business in 2016, operations at 55 Savushkina St continued unabated until late 2018. The later operations were likely undertaken through one of several other shadowy entities, such as the Federal News Agency. These entities,

---


housed at the same address, appear to have been funded by Prigozhin. Thus, for the purposes of this report, the term IRA refers to an organisation that was in operation from 2013-2018 and was based for most of that time at 55 Savushkina St, St Petersburg.

**Literature Review**

The UoM team began its research with a systematic literature review of scholarly databases (Jstor, Scopus, Ebscohost, Web of Science). It found more than 800 items of interest, including journalistic and first person accounts, ‘grey literature’ government and think tank reports, and scholarly research articles. Mindful of the project’s time frame, the team elected to modify the systematic review process and bypass a comprehensive coding process. Instead, it embarked on an exclusion/inclusion process that excluded works with little or no substantive relation to the research (based on the abstract and a scan of the text) and included, for further study, the most relevant. It finally chose to review approximately 100 works.

The IRA’s existence and objectives were an open secret in Russia. Following its establishment in July 2013 job ads appeared for IRA “internet operators”. In August, a Russian woman spoke about her interview on social media. Articles and exposes about the IRA’s role as a “troll farm”, or “troll factory”, began appearing in independent Russian media, providing an insight into the organisation and its structure. Western journalists and independent investigators were aware of the IRA as early as 2014 via articles by people like Aric Toler, now at Bellingcat,28 and Adrien Chen, who wrote ”The Agency” for The New York Times.29 Another independent journalist, Lawrence Alexander, now also at Bellingcat, linked the IRA to a network of some 20,000 pro-Kremlin Twitter accounts, most of them bots. Alexander concluded, based on his research, that they were “created by a common agency”.30

However, most of the information regarding IRA influence operations relates to the IRA’s campaign to upset the US political system and 2016 Presidential elections. Important insights into its US operations flowed from the indictment of 13 Russian nationals by Special Counsel Robert Mueller in February 2018, and the criminal complaint of the United States of America v. Elena Alekseea Khusaynova in September the same year. In addition, there were two major reports to the US Senate Select Committee on Intelligence, assessments by the US Intelligence Community, grey literature reports from think tanks, and original scholarly research articles cited in this report.31

A potential issue with our reliance on open-source documents was the possibility that deception would feature in some of the material, e.g., in first person accounts by former ‘trolls’ or Russian journalistic investigations. This deception may be intentional, or it might be unintentional. However, as the report draws on a variety of sources, including unclassified US Government investigations and intelligence assessments (where unclassified evidence and sources are not listed), we believe our assessment of the IRA and its operations is as accurate as possible.

---

Expert Consultation and Knowledge Elicitation Process

Consultation with senior academic project members at the UoM and partner institutions was key to this project, and primary researchers met fortnightly with other UoM team members to discuss progress. After the initial draft outline, there was a week-long consultation process. The Loomio online platform gave members access to the draft document, and the ability to post questions and provide feedback. Academics from partner institutions were also consulted and their feedback informed the next phase of the research, including ongoing literature searches and, where gaps were identified, consultation with senior academics. Consultation with senior academics and the JIA was ongoing and informed the final report.
GOVERNANCE AND ETHICS

SUMMARY OF FINDINGS

- The IRA operated with approval/direction from Russian President Putin and funding from Yevgeny Prigozhin.
- It functioned as an influence operations force devoted to promoting the Kremlin’s domestic and geopolitical/strategic goals – a kind of private military company operating in the information environment.
- The IRA used operatives to gather intelligence and carry out missions (purchase of server space, etc.) on the ground.
- It cultivated unwitting and/or witting assets in target populations.
- Trolls acted as influence operations ‘foot soldiers’, or operatives, who each posted hundreds of comments, and additional content, daily.
- The IRA adopted the business model and, to a degree, the cover of a digital marketing firm.
- It used off-the-shelf social media analytic software and tools to segment (map) populations into discrete audiences (and for sensemaking).
- The IRA (and Russian influence operations generally) operated with ethical and “ideological fluidity”.
- Its primary goal was advancing Russian domestic and geopolitical interests, where the end justified the means.
- International public opinion did not seem to matter, insofar as those in authority tried to maintain plausible deniability (for some operations) to remain credible actors in the international community.

The IRA’s efforts to inflame racial and ethnic tensions contravened international treaties to which Russia is signatory. These are:
- The International Convention on the Elimination of all Forms of Racial Discrimination (CERD).
- The International Covenant on Civil and Political Rights (ICCPR).

STRENGTHS AND WEAKNESSES

Strengths

The IRA operated with Putin and the Russian Government’s domestic and strategic geopolitical goals in mind. As long as its influence operations embraced these broad goals, it could operate with ideological fluidity and, thus, target diverse audiences across the political spectrum. For example:

- The IRA’s legal incorporation as a private company and hidden/disguised funding via Prigozhin’s businesses gave President Putin and the Russian Government plausible deniability in relation to the IRA’s influence operations.
- The IRA’s business model, based on a digital marketing firm, was tailor-made to take advantage of the new information environment created by social media platforms and lax regulation.
- The IRA’s business model maximised the data harvested by social media companies to segment populations and micro target audiences based on demographics, behaviour, attitudes and other factors.
- The IRA’s business model was easy to clone, and pop-up influence shops appeared in Russia and elsewhere.
• Large numbers (estimates range from 400-1000) of ‘trolls’ with basic linguistic, cultural and technical skills were able to create and rapidly disseminate large amounts of content/messaging across multiple platforms.

Weaknesses

The IRA’s business model left a ‘paper trail’ – a physical and digital footprint that eventually reduced its plausible deniability.

Criminal activity (in the US) resulted in indictments against Prigozhin and other IRA managers, as well as sanctions by the US Department of the Treasury against individuals including Prigozhin, and associated business entities.

GOVERNANCE STRUCTURE

The IRA was a legally registered business in Russia which operated under the business model of a digital marketing firm, as discussed in greater detail below. It was often referred to as a ‘troll farm’. The term ‘troll’ is used in this report to describe the IRA’s ‘influence operation troops’. However, it does not fully encompass the sophisticated capabilities of IRA employees or the tactics they used.

The IRA served as a kind of covert private military company carrying out influence operations in the information environment, using the methods, business model and cover of a digital marketing firm. Its employees, including the so-called ‘trolls’, were paid as influence operations troops, or operatives, engaged in what internal documents called ‘information warfare’ against targets including the US and its allies.

This research project defines the IRA as a private military company engaged in information warfare and operating as a proxy for President Putin and the Kremlin. It breaks down the IRA’s governance and business model into three components – strategic, operational and tactical.

Strategic

At a strategic level, in the assessment of the US Intelligence Community, the IRA operated with the approval of Russian President Putin and he ordered specific influence campaigns (of which the IRA was a part but which also included Russian intelligence services) targeting the US political system and 2016 elections. At the operational and tactical levels, Russian influence campaigns, including those of the IRA, tended to be decentralised in terms of governance, with the various organisations and individuals involved “guided by their sense of the Kremlin’s desires rather than any master plan”.  

The IRA was funded by Prigozhin, through his Concord Management and Consulting LLC and Concord Catering company. Great pains were taken to obscure this funding source; Concord recorded payments for software and IT services, which were then more deeply concealed by being routed through at least 14 separate bank accounts held in its name and the names of its business affiliates.

Prigozhin is an oligarch close to Putin who made his money in food and catering. He is sometimes referred to derogatively as Putin’s chef. Crucially, he has established online news operations to push Russian Government and nationalist agendas, and he controls the Wagner Group, which operates pro-Russian covert operations and

mercenary services.\textsuperscript{33} The Wagner Group is closely associated with the GRU\textsuperscript{34} Prigozhin had regular meetings with senior IRA management, and they were aware of his role. According to the US Justice Department, Prigozhin was involved in approving IRA activity. Mikhael Bystrov, the director general of the IRA, as well as some of its entities, had regular in-person meetings with Prigozhin, while his second in command, Mikhael Burchik, also met personally with Prigozhin. It is reasonable to assume that Prigozhin provided oversight and operated as a kind of go-between for the IRA and President Putin.

At the strategic level, the IRA was, as stated previously, part of a much larger ecosystem of propaganda and influence controlled by the Russian Government. The IRA was directed to help President Putin achieve his geopolitical goals, including weakening the West – and its democratic alliances – and re-establishing Russia’s influence, both in the immediate region and as a global power. More specifically, these goals included:

- Ensuring the current regime-maintained power.
- Returning Russia – economically, politically, and militarily – to the status of a Great Power and restoring the prestige of the former Soviet Union.
- This included amplifying divisions between ethnic Russians and other populations, and the governments of these nations, while projecting solidarity with ethnic Russians.
- Undermining NATO and other democratic alliances, and faith in Western dominated, global institutions and systems.
- Undermining faith in democratic governments, institutions, and leaders.
- Undermining the legitimacy of US global leadership and weakening the US generally.
- Sowing doubt, discord and distrust, and corrupting, polluting, or infecting the information environment of target populations, to prevent or reduce rational democratic discourse and decision making, and potentially achieving/coercing policy decisions beneficial to Russian interests.

**Operational**

Specific campaigns and targets of the IRA, such as the US political system and 2016 Presidential elections, were authorised by President Putin. However, campaign decisions and preparations at the operational level appear to have been made in-house. Where activity indicates the coordination of IRA messaging with covert activity by Russian intelligence services and proxies (such as the hack and release of US Democratic Committee emails), the coordination was likely from the top down, from Putin and/or Prigozhin. However, it is possible that there was also horizontal cooperation, and even integration of Russian intelligence agents and the IRA. However, there is no direct evidence of this.

The IRA did not operate like a traditional military or intelligence organisation. Rather, as discussed, it adopted the business model and structure of a “digital marketing firm”.\textsuperscript{35} It was led by Bystrov (an ex-Police colonel) and run by a management team (with backgrounds in, among other things, IT entrepreneurship, and advertising and public relations). It was organised into departments and teams, including:\textsuperscript{36}

- Content Development, or “bloggers”, departments

\textsuperscript{35} DiResta et al., “The Tactics & Tropes of the Internet Research Agency.”
\textsuperscript{36} “US District Court Criminal Complaint against Elena Khusyaynova” (U.S. District Court: Eastern District of Virginia, September 28, 2018).
• Content developers worked individually and in teams (e.g. when driving comments and discussions on websites)
• Teams/departments focused on geographic regions – e.g. ‘American Department’ (also known as the Translator Project)
• Data Analysis Department
• Search Engine Optimisation Department
• Design and Graphics Department
• IT Department
• Finance Department

This model, from the commercial world, was ready-made to take advantage of the opportunities provided by the new information environment and social media, to segment and target audiences with content based on behaviour, attitudes, and so on. It also meant the IRA could remain agile and experimental.

The IRA employed around 400-600 people (some estimates suggest it may have had as many as 1000 employees), and ran on a budget of about US $1.25 million a month.37 (As a comparison, the annual military budget of the Russian Federation was some US $61.7 billion in 2020).38 The bulk of the employees appear to have been ‘trolls’, and their jobs equivalent to entry level social media content developers. However, some positions required advanced language and cultural skills to operate the more sophisticated sock puppet accounts. These employees were paid between 25,000 and 45,000 rubles ($AU450-700) a month.39 It is unclear whether the employees knew of Prigozhin and his role in the operation. However, insider reports suggest staff did know they were employed to create content and messaging aligned with the Russian Government’s agenda. Moreover, that the IRA was run at the behest of the Russian Government was an open secret, and independent journalists covered the organisation in Russia from the first months of its inception.

Management conducted social media analysis and gave daily tasking briefings to ‘trolls’ and other content developers. However, while these briefings outlined targets and issued broad instruction on how to target different audiences, it appears the trolls were allowed creative license in implementing the instructions, as long as they met specified targets regarding the number of words used, and the use of graphics and other content.40 The IRA also appears to have been just one organisation within a larger operation, known as Project Lakhta, which targeted foreign and domestic populations with influence operations and propaganda. Project Lakhta and the IRA were both funded by Prigozhin, primarily through the Concord Management and Consulting LLC and Concord Catering businesses. However, there is very little open-source material about Project Lakhta. We know virtually nothing about it, other than the fact its operations were hidden behind a multitude of business entities, including the IRA.

Tactical

At the tactical level, content and messaging were created and propagated daily by teams of influence operation troops (‘trolls’), following tasking briefs from managers, who conducted online sensemaking and intelligence

---

39 For reference, the average Russian salary in 2019 was approximately 48,000 rubles a month (statistica.com).
40 US District Court Criminal Complaint against Elena Khusyaynova” (U.S. District Court: Eastern District of Virginia, September 28, 2018); Toler, “Inside the Kremlin Troll Army Machine.“2015
gathering – something digital marketers call social listening. This will be discussed in more detail in Campaign Awareness and Sensemaking.

As mentioned, the IRA employed roughly 400-600 people, with some estimates suggesting it may have had up to 1000 employees. Most of these employees were paid “trolls” who:

- Worked rotating schedules of 12-hour shifts, five days a week (the IRA was a 24/7 operation).
- Earned a monthly wage of 40,000-50,000 rubles (AUS$700-800).
- Were required to create at a minimum 135 posts/comments during a 12-hour shift, as well as blog posts and other content.
- Maintained six Facebook accounts/10 Twitter accounts, with connections taking place via proxy servers and Virtual Private Networks (VPN).
- Cultivated social media followings across multiple platforms.
- Were required to have a minimum 500 followers by the end of their first month on the job.
- Received fines for not reaching the required number of posts each day.
- Worked in rooms with about 20 people, often operating in groups of three (one troll would post a controversial statement, another would challenge it and a third would post a link to a website, generally a Russian ‘news’ propaganda site).\(^{41}\)
- Received instructions in the form of a brief (technical tasks) outlining the political or social themes and topics to address.
- Were responsible for creating non-political posts/content and online personas.\(^{42}\)

And, as we discuss later, the IRA used bots/botnets as force multipliers for messaging/content propagation.

**ETHICAL FRAMEWORK**

**Ethical Fluidity**

Ethically, the actions of the IRA, unlike the Soviet era active measures, were not serving a larger ideological purpose. Rather, the goals appeared to be purely aligned with furthering Russia (and Putin’s) domestic and geopolitical goals, including weakening the West. Thus, the IRA, and Russian influence operations generally, operated with an ethical and ideological fluidity that allowed them to simultaneously target diverse audiences across the political spectrum, to sow doubt, discord and distrust. And because the primary goal was advancing Russian domestic and geopolitical interests/goals, which included weakening the West and its allies, the messaging did not have to align with facts, or even be consistent with other messaging (in targeting different groups, for instance). In the US, for example, it targeted audiences across the political spectrum, with content tailored to groups from conservative Texas secessionists to Greens, financial elites and LGBTQ activists.\(^{43}\) And, to maximise the division and strife these influence campaigns produced, IRA operatives often posted opposing

---


\(^{43}\) “Report of the Senate Select Committee on Intelligence United States Senate on Russian Active Measures Campaigns and Interference. Volume 2: Russia’s Use of Social Media with Additional Views”, 2019; DiResta et al., “The Tactics & Tropes of the Internet Research Agency.”, 2019
views – promoting racial and social justice to minority groups, while attacking Black Lives Matter and similar groups in posts to ‘white’ audiences.

**Domestic Laws in Targeted Countries**

It is unclear whether the IRA, a legally registered private business, broke Russian laws in its influence operations, or its funding arrangements. However, it contravened laws in other countries. In the US it contravened Federal laws preventing foreign interference in elections and laws to do with the fact it was a criminal enterprise. Thirteen IRA employees were indicted by the US Department of Justice, including Prigozhin. Prigozhin and other of his associates and businesses were targeted with US Department of the Treasury sanctions relating to their influence operations.44

**Contravening International Law**

According to the US Department of Justice, the IRA sought, in the words of one operative, to "effectively aggravate the conflict between minorities and the rest of the population". The IRA wanted to inflame ethnic tensions. It pursued this aim in the US, as per the example above, and its near abroad (e.g., targeting ethnic Russian populations in Eastern Europe). The IRA contravened at least two international treaties to which Russia is a signatory, as well as the spirit of the UN Charter. Article 1 outlines the UN’s commitment to a “respect for human rights and for fundamental freedoms for all without distinction as to race, sex, language, or religion”. Legal scholars agree the IRA contravened the following international treaties prohibiting racial discrimination and hate speech:

- The International Convention on the Elimination of all Forms of Racial Discrimination (CERD).
- In Article 4 CERD calls on member states to condemn “all propaganda and all organizations which are based on ideas or theories of superiority of one race or group of persons of one colour or ethnic origin, or which attempt to justify or promote racial hatred and discrimination...”.
- The International Covenant on Civil and Political Rights (ICCPR).
- In Article 20(2) the ICCPR states that “advocacy of national, racial or religious hatred that constitutes incitement to discrimination, hostility or violence shall be prohibited by law”.45

Russia does seem to care what the international community thinks insofar as it makes some attempt to remain a credible actor. For example, IRA messaging in Syria maintained US intervention was causing the country’s problems, while Russian intervention was supporting a legitimate government. Moreover, many countries have proposed or adopted legislation to address online influence campaigns. Social media companies are also implementing procedures to identify and shut down accounts engaged in influence activities (often referred to as coordinated inauthentic activity).46

The IRA was quick to adapt to these developments. When Facebook started investigating and shutting down its accounts it moved to Instagram.47 In Russia today, interest has waned in sock puppet accounts because they can

---

46 Nathaniel Gleicher and David Agranovich.
47 DiResta et al., “The Tactics & Tropes of the Internet Research Agency.”
be removed. There is evidence of a shift in Russian influence operations, towards engaging native freelance journalists and news media outlets to drive pro-Kremlin narratives in targeted countries.48

48 Snegovaya and Watanabe.
Characteristics of IRA online influence operations (and Russian online influence operations generally) include:

- Multi-platform, high volume, high-speed messaging, and content production/dissemination.
- Blending/coordinating overt and covert operations.
- Extensive use of influence operations troops/operatives (‘trolls’).
- Amplifying selected content and narratives using automated accounts/bots.
- IRA influence operations appear to use known psychological principles of influence.
- The IRA took advantage of social media platforms’ advertising revenue and data harvesting business models, and off-the-shelf (native and third party) tools, to segment and micro target diverse audiences.
- The IRA purchased server space (with stolen US identities) in the US to disguise activity with VPN.
- It used digital marketing techniques to create ‘doppelganger’ (evil twin) ecosystems of brands and sock puppet personas to grow audiences, target audiences and cultivate assets.
- The IRA also organised offline protests, using witting or unwitting agents.

The IRA adopted the business model of a digital marketing firm to carry out its online influence campaigns. It took advantage of the new possibilities to micro target audiences provided by the social media platforms’ advertising and data harvesting business models. To hide its operations, it used stolen US identities, created false sock puppet identities, and purchased server space (with stolen US identities) in the US to disguise activity with VPN.

It used off-the-shelf (native and third party) tools to segment and micro target diverse audiences, and conduct other social media analytics, to identify key narratives and content it could use to tailor messaging in evolving multi-platform campaigns that used best practice, digital marketing techniques for malign influence. This enabled the IRA to reach and engage with tens of millions of US citizens between 2014 and 2018.

STRENGTHS AND WEAKNESSES

Strengths

- Ability to target audiences across multiple platforms at high-speed and volume.
- Ability to micro target audiences across the political spectrum - from Black Lives Matter followers to ‘gun rights’ activists and LGBTQ groups.
- Ability to grow (and target) large followings using false, sock puppet accounts, websites, etc.
- Ability to cultivate and recruit assets for online and offline activities.
- Ability to analyse social media data using off-the-shelf, third-party software and tools native to platforms, to segment and target audiences.
- Ability to amplify selected messages and narratives (e.g. wedge issues, conspiracy theories) using bots and botnets.
- IRA messaging and content effectively targeted the emotions and social identities of audiences. This included extensive nationalistic messaging.
Weaknesses

• Reliance on sock puppet and other false/counterfeit sites to grow and target large audiences. When these accounts or sites were taken down (social media platforms are getting better at this), the audiences were effectively lost.

• Reliance on botnets to amplify messaging/narratives. Tools and methods for identifying and taking down botnets are improving (this is also likely an ‘arms race’), and it has become easier for platforms to remove inauthentic coordinated activity en masse.

The following sections explore some of the IRA’s principal persuasive technologies and techniques in more detail (amplification, which could be included, features in the Systems and Technology section).

PERSUASIVE TACTICS

IRA tactics designed to persuade audiences included but were not limited to:49

• Multi-platform messaging at high-speed and volume. The IRA was active on several social media platforms. This increased credibility because the messages audiences received came from multiple, apparently independent sources. Using hundreds of human operators meant messaging could be produced at high-speed and volume and, during an event like MH17, embed thoughts and impressions while the official investigations were underway. These could be amplified by bots and botnets (see below).

• Amplification. The IRA used bots extensively to amplify its own messaging and material from websites, influencers, etc., where the content aligned with its goals. Amplification also aided multi-platform messaging at high-speed and volume.

• Micro targeting. The availability of vast amounts of user data harvested from social media platforms, analysed by native and third-party social media analytic software, data brokers and other means, meant the IRA could segment populations and micro target audiences with tailored messaging.

• Paid advertising. The IRA used paid ads on multiple platforms to grow and target audiences. These were based on behavioural and psychometric data harvested and available from social media platforms and other sources.

• “Doppelganger” websites and brands. The IRA created an extensive ecosystem of doppelganger (evil twin) websites that mimicked the websites of genuine ‘brands’ and social movements, such as Black Lives Matter, to grow, target and influence audiences (and cultivate assets).

• Sock puppet personas/accounts. The IRA used fake personas (some quite sophisticated) to infiltrate social media groups and engage with online audiences, and to groom and recruit assets to write posts, organise rallies and demonstrations, and engage in other ways. An example is “Tennessee GOP” which, under the Twitter handle @TENN_GOP, accrued some 100,000 followers who presumably believed that the account represented, or was associated with, the Tennessee Republican Party.50

• Memes and audio visual/symbolic messaging. The IRA generated a lot of original content (memes, YouTube videos, tweets etc.), and extensively recycled/repurposed existing memes and other material


to amplify its messaging. The IRA created memes but also extensively appropriated, adapted and amplified existing memes.

- Recruiting journalists to write pro-Russian news articles.
- The IRA distributed content/messaging using Twitter handles mimicking US (and other) news sources to spread disinformation and grow target audiences. It appears to have pioneered the tactic during the Columbian Chemicals plant hoax of 2014.51
- The IRA used false online personas to recruit assets to hire unwitting Western journalists to write articles for news outlets in Russia’s ecosystem of influence. Common themes/topics included human rights abuses committed in the US and UK.
- IRA content directed traffic (with links and comments, and other content) to multiple pro-Russian ‘news’ websites, such as PeaceData.net, using human trolls and bots.
- Organising offline protests. Using false persona accounts, and posing as grassroots US activists, IRA operatives “organised and coordinated”52 offline political activity in the US. They did this by creating politically charged social media pages and groups to lure genuine activists, who became unwitting participants, organising rallies and protests, and sometimes receiving financial compensation for their work. The IRA promoted the events with paid advertising on Facebook and Instagram, and via individualised messaging that encouraged people to attend. They supported the IRA’s strategy of promoting political and social discord. On more than one occasion the organisation orchestrated duelling rallies. A "Show your support for President-elect Donald Trump" rally and a "Trump is NOT my President" rally were held at the same time and place.53
- Purchasing followers. Forensic analyses of accounts suggest the IRA also used the “black market”, social media manipulation54 technique of purchasing followers. Some IRA Twitter accounts acquired up to “10,000 followers in a very short period of time”.55 There are companies that offer services to buy followers/likes. You can purchase up to 2,500 followers on Twitter for as little as $50. Other “growth” agencies offer packages designed to grow larger followings. It is unclear whether IRA trolls purchased followers to meet their performance metrics, or whether followers were purchased as part of the organisation’s strategy.56
- Follower fishing. Another tactic the IRA used to build audience and influence was ‘follower fishing’. Follower fishing is used (particularly on Twitter) to gain new followers. An IRA account, often a bot account, would click follow on thousands of new accounts in the hope they would “follow back”. Once

55 Andrew Dawson and Martin Innes, “How Russia’s Internet Research Agency Built Its Disinformation Campaign,” The Political Quarterly 90, no. 2 (June 2019): 245–56
56 Dawson and Innes.
the new followers were on board, the IRA would unfollow the accounts. This increased the IRA accounts’ ‘followers per followed’ ratio, boosting its position on the platform’s algorithm.\footnote{57} It is worth exploring some of these tactics in more detail, especially sock puppet accounts and ‘doppelganger’ websites. These appear to have been quite successful in growing audiences, but also in their ability to influence both online and offline behaviour, and in the recruitment of witting and unwitting assets.\footnote{58} The IRA’s possible use of the psychological principles of persuasion\footnote{59} will also be discussed in more detail.

**Multi-Platform Campaigns**

The IRA engaged audiences across multiple platforms and channels, leveraging the content creation and curation provided by hundreds of human employees, and numerous false, online identities - commonly referred to as sock puppet accounts - to deeply embed itself in a target population’s social media network. In the US, between 2013 and 2018, it concentrated first on Twitter but rapidly evolved a multi-platform strategy, eventually reaching tens to hundreds of millions of Americans, including an estimated 126 million Facebook users. At least 30 million users shared IRA content or pages with friends and family on Facebook and Instagram, generating likes and comments and other reactions.\footnote{60} Twitter identified 3,841 IRA-linked “troll” accounts and up to 50,000 bot accounts.\footnote{61} Twitter’s own analysis identified that at least 1.4 million US users engaged (by liking, quoting, retweeting, or replying/commenting) with IRA-controlled accounts at the time of the 2016 US Presidential election.\footnote{62} The IRA also utilised certain platforms to trial content and determine what forms of messaging would elicit the greatest engagement, before moving content to other platforms. For example, the IRA used Reddit to “trial balloon” or “kite-fly” messaging on a smaller audience. It took the most successful messaging from Reddit, tailored it, and disseminated it on social media platforms that were proving more popular, such as Facebook.\footnote{63} An evolution in its activities shows how the IRA adapted and adjusted its online behaviour over time. For instance, the timeline on page 6 of this report shows the IRA first targeted US audiences on Twitter. Then, towards the end of 2014, it began to ramp up its activities on other platforms, first on YouTube, then Instagram and, lastly, on Facebook.\footnote{64}

\footnote{57} Dawson and Innes.  
\footnote{59} A question that JIA expressed particular interest in during consultation.  

Sock Puppet Personas

The IRA used false identities to create sock puppet personas (false online identities) in large numbers for the purposes of deception, and to create and disseminate messaging and content that looked authentic. In the US, it purchased the stolen identities of US citizens to establish these accounts and target America’s political system. Some were highly sophisticated. The Twitter account @PoliteMelanie, which targeted urbane, left leaning US audiences, amassed more than 20,000 followers. Trolls operating accounts such as @PoliteMelanie and @TyraJackson posted a range of content, including feelgood material, to build audiences. But they also engaged in activity that bordered on incitement to violence, including posting videos of purportedly racist behaviour, with the phone numbers or names of perpetrators, and encouragement to people to act.65

Many of these accounts had tweets discussed in the mainstream media. The Chicago Tribune gave @PoliteMelanie a tweet of the week award. It seems success in the tactic, known as ‘breaking out’ (i.e., mainstream media or influencers picking up IRA messaging), was highly sought after by operators and there are hundreds of examples.66 Breaking out built on Soviet era active measures. Soviet defector Lawrence Martin-Bittman said success in a disinformation campaign was measured by the extent to which the information featured in a country’s media or political dialogue.67 Thus, it appears the IRA considered messaging (e.g., tweets) successful when the content was picked up by mainstream media, or absorbed into societal/political discourse.68 Certainly, a number of IRA Twitter accounts were successful both in attracting large followings and breaking out.69

Doppelganger Websites and Brands

The IRA created interlinked ecosystems of doppelganger (‘evil twin’) websites, Facebook pages and brands that mimicked authentic social movements and affinity group sites when their real purpose was malign influence. It used digital marketing practices to create doppelganger brands such as BlackMattersUS, a fake Black Lives Matter group, developing logos and hiring US citizens to make Facebook stickers and other material.70

---

The IRA used social media marketing tools and techniques, including native and third-party social media analytic software, to identify groups and websites to mimic. The tools helped in identifying/segmenting target populations and placing them into affinity groups/ 'tribes', with their own themes/issues. Basic demographic segmentation was possibly used in combination with psychographic information. These affinity groups, or 'tribes', included but were not limited to:

- Black culture/community issues
- Police brutality/Black Lives Matter
- Pro-Trump/anti-Clinton groups
- Pro-Police/Blue Lives Matter groups
- Anti-refugee/immigration groups
- Texas culture
- Southern culture
- Separatist movements
- Muslim groups
- LGBT groups
- Gun rights/2nd Amendment activist groups
- Tea Party and affiliated groups
- Religious rights
- Native American groups
- Veteran groups

The IRA's doppelganger brands were active across social media. BlackMattersUS, for example, was active on Facebook, Twitter, YouTube, Instagram and Tumblr. It had a podcast on Soundcloud and placed 31 advertisements through Google Ads. Generally, IRA messaging was most prominent on Twitter, Facebook and Instagram, with significant - but somewhat less - activity on the other platforms. The IRA linked much of the content across these platforms and, at times, presented as the same individual imposter or group. The tactic fitted with the IRA’s overall strategy to build a doppelganger ecosystem and “surround” its target audiences with messaging.

Developing Assets

According to US Government documents, the IRA worked to recruit witting and/or unwitting agents, using established tactics including infiltrating protest movements and gathering compromising material that could be used later to blackmail or manipulate individuals. IRA agents posed as US citizens and some trolls acted as ‘honeypot’ trolls. However, their activities went far beyond that.

IRA websites and personas posing as US citizens posted job ads and requests for people to undertake certain tasks. The targets were individuals and groups across the political spectrum but the African American community received special attention. There were ads and requests for people to:

---


• Organise protests.
• Write articles for IRA doppelganger websites.
• Speak at protests.
• Provide free self-defence courses.
• Take photos at protests.
• Upload photos to IRA doppelganger websites.
• There were job ads for designers to help with website design, Facebook stickers and other material.
• The IRA also posted ads that offered counselling to people struggling with sexual behaviour/addiction, or sexual identity.

PSYCHOLOGICAL INFLUENCE

IRA activity suggests the organisation may have leveraged psychological principles in developing and disseminating its persuasive messaging. However, it is possible this was an indirect result of applying techniques common to digital marketing. Nevertheless, IRA messaging tapped into an individual’s social identity to produce an emotional response. Research suggests this makes messaging and content more believable, increasing the likelihood it will be shared.73

Creating First Impressions

The IRA understood the importance of controlling the narrative through resilient first impressions.74 Psychological literature on the subject suggests that initial messaging is resistant to correction, and continues to shape people’s thinking long after a retraction or contradictory message emerges.75 The IRA was often the first to release an account/version of news or events because fact-checking, consistency and objective reality were not a concern. ‘Briefs’ or ‘taskings’ directed trolls to put a pro-Russian spin on the latest news, events and any associated conspiracy theories. The IRA seemed to have leveraged this idea in its messaging implicating the Ukraine in the MH17 disaster, which coincided with its highest ever number of tweets.76 The approximately 45,000 IRA tweets that appeared in the immediate aftermath blamed the Ukraine.77 Many people who received

76 C.Kriel, A.Pavliuc. “Reverse Engineering Russian Internet Research Agency Tactics through Network Analysis. | S
them continue to believe them, despite clear evidence MH17 was shot down by a surface-to-air-missile, supplied and operated by Russian armed forces.

Repetition And Quantity

The IRA leveraged repetition and volume in its persuasive messaging. Repetition allowed the IRA to amplify key narratives and create the impression that some opinions were more widespread than they were. Social and cognitive psychology research suggests the volume of messaging matters, as message repetition can generate a feeling of familiarity, linked in some research to a greater tendency to believe the message. Cognitive psychology suggests that “repeated exposure to a statement increases the subjective ease with which that statement is processed [which] in turn, increases the probability that the statement is judged to be true”. The truth illusory effect is an established theory that suggests repeated exposure to a statement increases its acceptance as true. Social psychology suggests that familiarity brought about by repetition will cause a failure to “discriminate weak arguments from strong arguments”. The IRA persisted with its false claims that Ukraine was responsible for the downing of MH17 well after the stories were debunked. This suggests it was leveraging repeating a statement to increase its acceptance as true. The tactic also gave the IRA freedom to mount weak arguments because, in high rotation, they were processed non-analytically (heuristically). The IRA also used high volume, repetitive messaging to slander Clinton during the 2016 US elections using bots. During the campaign, analyses of the social bot traffic showed that significantly more tweets were pro-Trump than pro-Clinton.

Building Credibility and Information Reinforcement

The IRA leveraged strategies (e.g., doppelganger websites, sock puppet personas) to enhance its credibility and make its messaging more effective and persuasive. Repetition of messaging that comes from, or appears to come from, peers can create the illusion of proof, increasing the likelihood people will adopt an idea, attitude, or

behaviour. The IRA produced messaging in large volumes across multiple platforms. Research suggests that messaging from different sources has more credibility because consumers assume it includes a range of perspectives. Some research suggests people who find a message credible struggle to change their mind when it is later proved false or inaccurate.

### In-Group And Out-Group Identification

Studies on disinformation, misinformation and fake news suggest that messaging that taps into group identity, particularly when it produces an emotional response (including threats to that identity), is more persuasive and likely to be believed. Research indicates that individuals are more likely to identify with, and be influenced by, people from their reference group, or people whose narratives align with their own. Some research suggests individuals who hold extreme ideological beliefs and are hostile to out-groups are less cognitively flexible and, therefore, less able to evaluate information in an unbiased, evidence-based manner. Other research suggests that ideologically framed and interpreted messages are key to generating political polarisation.

Social psychology also suggests that individuals and groups use emotion and emotion-laden messaging to create their own constructed interpretations and realities. The IRA leveraged these processes, for example, to exploit social divisions in the US along racial, religious, political and class lines, among others. Doppelganger Facebook pages and websites helped in this. The IRA’s “Being Patriotic” page targeted Americans opposed to expanding refugee settlements; a “Secured Borders” page propagated anti-immigration and anti-Muslim messaging; “Texas Rebels” promoted Texas’s independence from The Union; and different sites mimicked Black Lives Matter. In a related tactic the IRA would frame a group, or politician, such as Clinton, as a threat. Some research suggests that emotions and emotional arousal (discussed below) can help create or enforce group boundaries and identifications.

---


Emotional Arousal

IRA messaging often sought to stir emotions such as fear and anger but trolls also used feelgood messaging to attract audiences. Marketers often design campaigns to elicit certain emotions, e.g., fear, love, regret. Emotional narratives are incredibly powerful and strongly engage audiences. The IRA used this to its advantage; when campaigns invoked anger and fear audiences were more engaged. Some research links emotional content to virality.

Information Overload

The IRA appeared to deliberately employ repetitive messaging (amplified by bots) to produce an overwhelming amount of information. Depending on the audience, the content aimed to confuse, distract, or exhaust, and to disable the ability (and will) of an individual to distinguish between factual and misleading or false information. This is often referred to as information overload or cognitive overload. When an individual is exposed to information beyond the limits of their processing ability, their decision-making is impaired, and they can be rendered confused and vulnerable to influence.
SYSTEMS AND TECHNOLOGY

SUMMARY OF FINDINGS

“Off-the-shelf” online technologies, including third party software and native tools (e.g., Google and Facebook analytics) for social media analytics, audience segmentation, targeting, and content development and dissemination. These included:

- Social media advertising systems (e.g., Facebook Ads Manager, Google AdSense).
- Bots and botnets to amplify accounts, messaging and content, and to help with other tasks (e.g., growing audiences).
- VPN hosted on US servers to hide traffic origin.

IRA workforce requirements included:

- Management and financial skills (top level managers).
- Intelligence gathering/analysis skills (managers and operators undertaking physical or online intelligence gathering missions).
- Cultural knowledge of target audiences (managers conducting social listening and creating tasking briefs, as well as trolls).
- Basic to advanced computer/internet skills, depending on an operative’s role.
- Linguistic skills (intermediate to advanced knowledge of a target audience’s language).
- Medium level technical skills to create/operate bots/botnets.
- Web programming skills.
- Digital marketing skills - knowledge of social media KPIs (Key Performance Indicators), social media analytic and social listening skills, content development, desktop publishing and audio visual skills, search engine optimisation skills, social media analytics, etc.
- Basic understanding of principles of psychological persuasion.
- Ability to think critically and creatively to produce meaningful, manipulative messaging.

STRENGTHS AND WEAKNESSES

Strengths

- Ability of human trolls to creatively generate engaging content and messaging.
- Influence operations required complex cultural, linguistic, cognitive (e.g. critical thinking) and creative (e.g. digital and social media marketing) skills. The IRA’s ability to hire a large cohort of relatively low-paid workers with these skills was a key strength of its operation.
- Ability to leverage the new opportunities provided by social media platforms in terms of data harvesting and micro targeting.

• Ability to deploy a large number of bots (estimates range from 25,000-50,000) to amplify messages and narratives.
• Ability to use off-the-shelf software and tools to analyse data, segment populations, and manage social media messaging and content.
• Understanding of best practice digital marketing tools and techniques for creating content, websites, and messaging.
• Understanding of basic psychological principles related to persuasion and messaging.

Weaknesses

• May not have made maximum use of advertising tools available on social media platforms such as Facebook.
• Reliance on false identities and bots made influence campaigns subject to takedowns as social media companies became aware of these activities.
• Linguistic weakness (grammar mistakes made by Russian speaking ESL trolls were a key factor in identifying some accounts).

HUMAN INTELLIGENCE

Workforce Skills

In planning and carrying out its influence operations the IRA relied on a reasonably skilled workforce using off-the-shelf technology to conduct influence operations, as well as analysis and sensemaking, and to maintain situational awareness in the information environment.

For example, IRA operatives had to use (and technical operatives had to implement) VPN networks to hide their identity and location. Other operatives obtained fraudulent documents and stolen identities purchased with cryptocurrency; these allowed the IRA to establish and operate hundreds of US based email accounts, establish PayPal accounts, purchase political advertising, and operate false persona social media accounts for long periods without detection.102

The IRA also needed operatives with skills in graphic and audio visual tools and software to produce content for these platforms, ranging from visual memes to videos for YouTube.103 At management level, social media analytic and monitoring platforms, as well as tools provided by platforms such as Facebook for Business, were used for situational awareness, sensemaking, audience segmentation and to assist in producing the daily tasking briefs trolls received to guide their online commentaries, blog posts and other content. Many of these tools can schedule content across multiple platforms and it is likely the IRA made use of these features as well. Additionally, the IRA made extensive use of automated accounts, or ‘bots’, to develop audiences and amplify content.

The IRA had a corporate, hierarchical structure, and a management team and departments. Job listings posted on Russian social media show it recruited for skills such as web programming (html CSS, JavaScript and PHP) and fluent English (including a “strong command of the written language, and creativity”).104 A slightly higher paying

---

103 DiResta et al., “The Tactics & Tropes of the Internet Research Agency.”
position was “Social Media Specialist”. Here a candidate would need to grow social media audiences/followings and monitor the growth of online groups.  

**Tasking Briefs**

Top level managers developed strategic guidelines for trolls. These guidelines, referred to internally as “Briefs”, “Technical Tasks” or “Taskings”, outlined themes, topics, political events and social issues for particular focus. These taskings included “detailed analysis of timely news articles and guidance for how to describe the articles in social media”. They included links to news articles trolls were to include in their posts. Taskings showed that management had a sound knowledge of the US media landscape, including conspiracy and partisan websites, to which trolls directed traffic. Management issued specific directions, e.g., “If you write posts in a conservative group, do not use Washington Post or BuzzFeed’s titles”. According to the US Justice Department, “Members of the Conspiracy were directed to create political intensity through supporting radical groups, users dissatisfied with [the] social and economic situation and oppositional social movements”. The Conspiracy also sought, in the words of one IRA member, to “effectively aggravate the conflict between minorities and the rest of the population”. The taskings provided guidance to trolls on how to effectively aggravate tensions between different social and political groups and listed “hot-button” social issues that would best inflame existing tensions. The taskings even provided details of which infographics, phraseology and timing would make a post work most effectively within a particular ethnic/social or political group. One set of instructions suggested liberals were more active at night. Managers were required to analyse news articles, summarise the key points, categorise its themes and provided trolls with a strategic response. A strategic response to a news article about the distinguished US senator and presidential candidate John McCain reads - “Brand McCain as an old geezer who has lost it and who long ago belonged in a home for the elderly.”

**Trolls**

Trolls formed the backbone of the IRA’s workforce. Most were in their twenties, working 12-hour shifts (the IRA operated 24/7), generally five days a week. In terms of their digital marketing skills, they were essentially social media content developers. As such, they had to have basic internet and social media skills, competent English and some basic marketing skills, which were likely acquired on the job. While they received daily tasking briefs identifying key targets and narratives, self-motivation and creativity were essential to meeting the daily requirements. Trolls were required to create multiple blogs and longer posts each day (political and non-political), and post hundreds of comments on posts by other trolls.

**Social Media Fluency**

Trolls were required to create, develop and manage multiple social media accounts on numerous platforms. They were required to create false personas and original content. They had to develop a social media presence, drive engagement and establish a following. These responsibilities required more than technical computer skills.
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needed, at a minimum, social media literacy – and fluency – across multiple platforms. They needed an understanding of platform dynamics, i.e., which content worked on which platforms. They also needed basic research skills, to develop a cultural understanding of their target audience, and the ability to use their online “voice” to communicate authentically. They also needed the ability to change their tone of voice to suit different audiences and operate different accounts/personas. A former employee described how she “kept up several blogs...juggling the virtual identities of a housewife, a student and an athlete”.

**Cultural Knowledge**

Trolls were also required to create believable personas and engage with a native audience daily. As said, this required cultural and linguistic knowledge of their target audience. Tasking briefs outlined key events/issues and talking points trolls had to adhere to. However, it was a troll’s responsibility to develop an online persona that interacted with genuine individuals, infiltrated groups and, in some cases, recruited unwitting assets. Trolls had to develop not only a sound knowledge of the political landscape of their target country but, also, a sound knowledge of its social dynamics and cultural values. It is important to note that only a fraction of the content (tweets, posts, etc.) was politically charged. The scope of messaging contained in the IRA’s tweets can be viewed in this archive - https://russiatweets.com/. The tweets included football scores, jokes, rap lyrics, and comments on pop culture and celebrity.

**DIGITAL TECHNOLOGIES**

**Bots And Botnets**

Automated accounts, or bots, were a key technology used by the IRA to amplify its messaging and push its content across multiple channels/platforms. Bot technology gave the IRA a powerful force multiplier to amplify selected messaging and content to its target audience easily, quickly and relatively cheaply, e.g., by leveraging online social media platforms “sharing functions and algorithms”. This increased the visibility of IRA content and made it appear more popular, relevant and credible.

A general distinction can be made between bots and social bots. Social bots mimic the social behaviour of a human social media user, while ordinary bots do not. Social bots have a number of capabilities, including the ability to perform social interactions, respond to questions and “generate debate by posting messages about trending topics”. The IRA utilised these capabilities to “simulate human behaviour on social media, which allowed them to believably and strategically interact with users and promote relevant content”. Social bots can harvest private users’ personal data, such as email addresses and phone numbers. Social bots were one of at least three tactics the IRA used to influence social media discourse.

- **Smoke Screening** – distracted and diverted the reader’s attention from the core issues of a particular topic by using a hashtag such as #BLM to discuss trivial issues.
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• **Misdirecting** – was an extension of the previous tactic. Misdirecting used a hashtag such as #BLM but then discussed something completely unrelated.

• **Astroturfing** – used false personas and front organisations to create the illusion of a grassroots movement and the sense that a large number and/or most people supported its viewpoint.\(^{117}\)

• **Social bots**- were generally partially controlled by a ‘bot master’ as part of a network, and their creation and control required medium level technical expertise.\(^{118}\)

Estimates of the number of bots used to amplify IRA messaging during the 2016 US election influence campaign range from 36,000-50,000.\(^{119}\) Whether the IRA designed and developed, or purchased and repurposed, most of the bots is unknown. However, Burchik, one of the 13 IRA employees indicted by the US Department of Justice, was a tech entrepreneur who had previously developed his own amplification software. Burchik would likely have had the skills to create bots and botnets.

Bots used by the IRA performed technically simple amplification tasks, such as liking or sharing content, and could be created with simple, freely available, off-the-shelf software.\(^{120}\) And, while some social bots did have limited AI capabilities, it appears the IRA chose not use them. However, social bots with more advanced AI, which can potentially remain undetected on social media platforms, will likely be an emerging threat in future influence operations.\(^{121}\)

### Social Media Environment

The technological innovations and developments of the online information environment gave the IRA new opportunities to design and implement fast, cheap, easy influence campaigns across multiple platforms. Native features of online social media platforms, including behavioural data tracking, allowed the IRA to target specific audiences.

Furthermore, systems and technology that enabled the IRA to persuade target audiences were also largely built into the platforms. They included algorithmic design, social media management services and behavioural data tracking, and were key to helping the IRA achieve its objectives. These systems and technology helped the IRA to design messaging, identify target audiences and disseminate information to the right people at the right time. Thus, the IRA exploited the systems and technologies of social media platforms, a readily available “ecosystem of digital advertising and marketing technologies”.\(^{122}\)

Platforms like Facebook offer a range of services (e.g., Audience Insights) that give advertisers an insight into audience demographics, behaviour and interests. These can be used to plan campaigns, develop targeted content, and monitor audience engagement. The IRA most likely made use of these in-built data collection features and targeting capabilities. Facebook for Business, for example, is essentially a how-to-guide to running a successful online advertising campaign (legitimate commercial influence), with numerous analytic and social listening tools. These same tools can be used to carry out malign influence operations. Such features, and “data-
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driven” advertising, allowed the IRA to first identify, then home in on vulnerable target audiences. This is evident in its geographically targeted advertising in swing states, and its politically targeted advertising designed to dissuade people from certain ethnic communities from voting. These features also gave the IRA an opportunity to experiment with multiple variations of ads and trial different targeting frameworks, to assess which messaging received “optimal engagement”. While it is clear the IRA utilised advertising and analytic services, and other features offered by Google and Facebook, it is likely - but not known for sure - it also employed the services of information technology companies, including data brokers, to gain further insights.

Data Analytics Software and Tools

The IRA used off-the-shelf social media management and analytic tools and took advantage of tools native to social media platforms. The US Department of Justice, for example, outlines an IRA IT expenses budget that includes the purchase of social media analytic and optimisation software, such as Twidium and Novapress. The IRA also exploited existing technological features built into social media platforms to amplify their influence campaign. Social media platforms design algorithmic recommendation systems that reward and promote sensational content. The IRA leveraged such technological features to disseminate messaging and exacerbate political polarisation. IRA messaging was often sensational. The aim was to elicit a strong emotional response, to garner a “share” or “like”, thereby signalling to recommendation algorithms that the message was worth disseminating more widely. The IRA took advantage of this feature on YouTube by linking to YouTube videos in its tweets. Additionally, online platforms’ data collection and targeting capacities allowed the IRA to “experiment with different targeting parameters”. Every social media platform has a system to record online behaviour. The information is then used to build consumer profiles. The IRA exploited these features to disseminate relevant messaging to its target audiences.

It is also likely, given it had a search engine optimisation (SEO) department, the IRA engaged in behaviour designed to boost the rank of a page, or content known collectively as “black hat SEO”. Black hat SEO can trick search engine algorithms into promoting content for a few hours within a news cycle before Google (or other search engines) ‘catch on’ and correct the skewed results. This behaviour violates search engine terms and conditions but was widely used by disinformation operators.
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Thus, by leveraging sophisticated analytic technology readily available on the open market (and often provided by social media platforms), the IRA was able to engage with target audiences to maximise its messaging. The consumer segmentation and social listening software/technologies allowed the IRA to carefully curate messages for either side of an issue. Furthermore, these consumer data analytics identified exactly which divisive political and social issues were most vulnerable to the strategies and techniques of “wedge politics”.

# CAMPAIGN AWARENESS AND SENSEMAKING

## SUMMARY OF FINDINGS

- The availability of online data and tools for targeting and situational awareness was an enormous resource, providing the IRA with most of the intelligence it needed to conduct influence operations.
- The IRA conducted “social listening” to identify key narratives, events, audiences, influencers and content using social media analytic tools including:
  - Off-the-shelf social media analytic and management software, such as Twidium and Novapress.
  - Advertising, content development and analytic tools provided by social media platforms, including Facebook Advertising and Google Adwords.
- The IRA used digital marketing metrics, such as awareness and reach, to monitor its campaigns. However, research on these metrics and monitoring techniques is limited, and the subject of debate.
- The IRA also conducted physical intelligence gathering operations/espionage (at least in some instances).

## STRENGTHS AND WEAKNESSES

### Strengths

- The IRA took advantage of existing digital marketing sensemaking and situational awareness techniques (and technology) to identify and target audiences, and to target and amplify cultural and political divisions, etc.
- The IRA tracked public and audience interests and opinions using off-the-shelf software and tools, and established digital marketing techniques. These methods and tools combined qualitative and quantitative analysis.
- The IRA monitored its own activities using these same tools and techniques, and digital marketing metrics to monitor and adapt their own influence campaigns.

### Weaknesses

Digital marketing metrics and existing social media qualitative/quantitative analytic methods are generally used in ad hoc ways when applied to influence campaign sensemaking, and may not reliably predict or reflect the relationship between online and offline behaviour, changes in attitudes, changes in beliefs, etc.

## ONLINE

As discussed, the availability of online data and tools for targeting, sensemaking and situational awareness was an enormous resource for the IRA. It used off-the-shelf, third-party social media analytic software and tools, including Twidium and Novapress, as well as tools provided by the social media platforms themselves, such as Facebook Advertising and Google Adwords. These tools allowed the IRA to segment the population into discrete audiences, and micro target these audiences’ using demographic, behavioural and attitudinal data.
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These tools also meant the IRA could monitor and track its own activities, using standard digital marketing metrics such as awareness (also called reach), the number of individuals who had seen content, and their engagement, e.g., the number of likes, shares, comments and similar interactions that content or messaging receives.\(^{135}\) Combining and analysing metrics such as engagement and awareness would have helped build a picture of the performance and impact of IRA influence operations. (Impact is here defined as a measurable change in an audiences’ knowledge, attitudes, or behaviour, offline or online.) Measuring the impact (as stated above, any measurable change in an audience’s attitudes, behaviour, or knowledge, as the result of engagement or exposure to a campaign) of an influence operation is complex and, at least for now, imperfect. It is often an ad hoc process, as much an art as a science. Performance also depends on a campaign’s goals;\(^{136}\) as this report points out, the IRA had goals that cannot be simply reduced to changes in voting behaviour or, indeed, other offline behavioural changes. Many of its goals seem to have been oriented towards attitudes and sentiment (sowing discord, amplifying negative attitudes, polarisation and so on), and this is not unusual for influence operations. Moreover, tactically speaking, these goals changed over time – e.g., undermining Clinton when it appeared she might win the presidency.\(^{137}\) Additionally, as previously stated, the IRA was just one part of a much larger influence and propaganda ecosystem serving Russia’s long-term strategic goals.

Social media metrics such as reach and engagement provide important insights but are at best proxies for impact, and prone to manipulation. Other indicators of impact include adapted digital marketing metrics, like “share of voice”. These attempt to measure the amount of conversation within a specific audience dominated by messaging from an influence operation. Tracking specific artefacts (memes, videos and so on) used by an influence operation can also provide insights into an operation’s impact. For example, the IRA watermarked images and memes in its campaigns (until it became a way for the platforms to track and remove IRA accounts). It seems likely that this was also used by the IRA to track the spread of, and engagement with, this content. Moreover, digital marketing tools were not designed to assess the impact of influence campaigns on geopolitical dynamics. Additionally, there does not appear to be consensus among social scientists on the best way to measure, or establish the impact of, influence operations given the complex social systems in which they occur (and the various time scales in which they operate). Nevertheless, there are efforts to establish better methods of sensemaking and assessing influence campaigns.\(^{138}\) And, while disentangling causality between offline and online behaviour is difficult, there is generally a correlation between online and offline activism; this suggests that if an influence campaign can increase activism online, there may be more activism offline (in the case of influence activities, this may include calls for violence and insurrection).\(^{139}\)


Imperfect as they are, the IRA used digital marketing metrics, as well as qualitative and quantitative methods, to gain situational awareness, and to measure the performance of an operation,\textsuperscript{140} probably because they were the best tools available. Other indicators, such as whether IRA messaging ‘broke out’ (i.e., was picked up by mainstream media or key ‘influencers’), or online influence activities succeeded in producing real world outcomes (such as rallies), were likely also used to assess the performance and impact of campaigns.\textsuperscript{141} This is in step with Soviet active measures, where performance indicators included the degree to which campaign narratives were picked up by the ‘mainstream’ media, or became part of the political discourse (e.g, as with the KGB’s AIDS Disinformation campaign).\textsuperscript{142}

IRA managers also conducted what digital marketers call ‘social listening’ to identity key narratives, events, audiences, influencers and content, and used this information to develop tasking briefs to guide trolls in posting comments, creating blogs and spreading content online through sock puppet personas. As early as 2014, high ranking operatives in the IRA’s American Department tracked and observed the metrics of various social movements and affinity groups, or ‘tribes’, in the US, presumably to identify effective messaging and to inform the IRA’s operations generally.\textsuperscript{143} Digital ethnographic (or netnographic) methods are another way qualitative and quantitative methods can be used to gain an understanding of audiences and their interactions with certain content, and it is possible the IRA used some of these techniques (which overlap with but are generally more rigorous than social listening).\textsuperscript{144}

These activities amounted to online intelligence gathering, via sensemaking and the establishment of situational awareness. Intelligence gathering operations also included the study of US political groups on social media, as well as groups dedicated to social causes. It should be noted, however, as stressed previously, the use of digital marketing and other techniques for campaign sensemaking is more art than science, and it is likely senior IRA managers used them in an ad hoc manner.

**OFFLINE**

As mentioned above, in addition to online intelligence gathering, the IRA engaged in physical intelligence gathering, in the US and Europe. Less is known about its European activities but there is evidence to suggest that an IRA employee undertook intelligence gathering around the Greek EU Parliamentary elections in 2014, in what appears to have been an attempt to identify security weaknesses.\textsuperscript{145}

According to the US Department of Justice, an intelligence gathering mission to inform the IRA’s influence campaign against the US took place in June 2014. Senior employees of the IRA, Aleksandra Krylova and Anna
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Bogacheva, went on a three-week intelligence gathering mission in the US, focusing on key electoral states. The operatives used burner phones and sims, and had an evacuation plan in the event their operation was compromised. They compiled a report on American politics and submitted it to their superiors in St Petersburg.146 Bogacheva was in charge of data analysis in the IRA’s American Department, while Krylova was the IRA’s third-highest ranking employee, with advertising and public relations experience.147 It is unknown whether they were working for the GRU, SRV or another intelligence agency in Russia prior to, or during, their time at the IRA, or had received training/advice on how to carry out their mission from Russian intelligence. We can surmise they received advice on operational security and procedures (such as evacuation plans), and it is also possible they met with, and received assistance from, US-based Russian intelligence agents. Although the IRA did conduct traditional intelligence gathering operations on the ground, most of the intelligence they needed was available online. The systems and technologies the IRA accessed and utilised gave them insight into US citizens’ behaviours, preferences and beliefs, allowing them to design and execute sophisticated campaigns to great effect. The readily available insights gained through social media platforms’ systems and technologies helped the IRA develop their operations. This meant that, for the most part, the IRA didn’t need highly trained employees to design and operate state of the art systems, or run expensive and risky intelligence operations on the ground. Most of the data they needed had already been gathered, sorted and packaged ready for use.

OBSERVATIONS AND TRENDS

While the term IRA is, as previously stated, sometimes loosely used to describe Russian online influence campaigns generally, this study focused on a specific period, between 2013 and 2018, when the entity known as the IRA, and based for most of this time at 55 Savushkina St, St Petersburg, was in operation. However, Russian influence operations did not begin during this period and did not end with it. Russia’s deployment of online influence operations is considered successful, cheap, plausibly deniable and an equaliser against the West. Russia will continue to adapt, evolve and deploy them (as will others). The IRA (and its reincarnations/clones) were revolutionary in the way they conducted influence operations, particularly in the way the mobilised a human workforce, existing technological resources and the Soviet era disinformation ‘playbook’, to take advantage of new possibilities in the emerging social media ecosystem and information environment.

- Russia is using the IRA’s business model to create “pop-up influence shops” (e.g., in Ghana).
- Key ingredients - access to internet, workers with adequate knowledge of target audience language/culture.
- Other state and non-state actors are learning from/adapting IRA techniques for their own influence operations.148
- The legal, ethical, social and political environment surrounding influence operations is changing rapidly and Russia’s (and other state and non-state actors’) tactics continue to evolve.
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• For example, as social media platforms get better at detection, there has been a shift away from amassing large followings, towards the use of (witting or unwitting) freelancers and proxy media outlets, many of which have ties to Russian intelligence services.149
• As social media platforms improve their ability to track and take down accounts involved in influence campaigns (coordinated inauthentic behaviour), they are unlikely to differentiate between campaigns undertaken by Western countries and their adversaries, when/if the campaigns rely on false identities and sock puppet accounts.
• For example, a French influence operation targeting audiences in Francophone Africa, and in some cases ‘duelling’ with Russian influence operations, was taken down by Facebook and linked (by Facebook) to individuals associated with the French military.150
• The availability of big data through social media platforms and third-party data brokers is a problem but also an opportunity.
• Accessing it will require clear ethical and legal standards and guidelines.
• The use of organised influence operations forces/proxies (such as the IRA) for online influence is a widespread, rapidly evolving, global phenomenon.
• Influence operations forces are a threat but also an opportunity.
• Western allies operate “influence operations forces” (e.g., UK anti-radicalisation).151

RECOMMENDATIONS
JIA asked for recommendations regarding future capabilities in relation to the four, agreed-upon thematic questions addressed in this report. The report includes recommendations for the Department of Defence, under the themes developed in consultation with the JIA:

Governance, Code of Practice, Ethics, And Legitimacy

• Establish principles, codes of conduct and rules of engagement for information operations that:
  • Align with and protect Australia’s democratic principles and values.
  • Accord with Australian Government policies and international treaties to which Australia is a signatory.
  • Consider differences between defensive and offensive capabilities and operations.
  • Have the flexibility to conduct effective operations and to develop new capabilities that respond to rapidly evolving threats in the information environment.

Workforce Composition

• Train, recruit and develop a multidisciplinary, creative and innovative workforce that retains these qualities through a program of continuing education.
• Train and/or recruit the complex cultural, linguistic, cognitive and creative skill sets required for information operations.
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• Establish multidisciplinary teams to survey international, Western democratic allied countries to determine best practice, and develop the methods, tools and equipment to detect, deter and defend against malign influence operations, and shape the information environment.
• Information operations require complex cognitive and creative capabilities as well as technical skills. Human operators will be an essential component for the foreseeable future. Defence should:
• Ensure the cultural/linguistic, cognitive (e.g., critical thinking) and creative (e.g., digital marketing) skills required for defending against and conducting influence operations are adequately trained/recruited for.
• Develop a flexible workforce planning system to ensure Australia has a sustainable workforce with the right skills for information operations.
• Establish multidisciplinary teams to survey emerging international, best practices/techniques, and the equipment, tools, resources, people and skills for defending against, and conducting, information operations.
• Coordinate an information operations ecosystem with Defence, intelligence and non-government expertise.
• Experiment with organisational structures and processes to ensure agility (speed, flexibility, innovation) in influence operations.

Measuring Campaign Impact And Effectiveness
• Develop and implement campaign situational awareness techniques that combine quantitative and qualitative methods for population mapping and monitoring social media activities, including influence operations.
• Consider using multidisciplinary academic teams to identify, develop and conduct training in these methods.
• Digital ethnographic research is a promising technique for gaining situational awareness in the information environment, for monitoring social media for malign influence operations, and for gaining critical insights into populations and audiences. Consider using multidisciplinary teams to adapt and expand this research and related methodologies (e.g., social listening) to gain situational awareness in the information environment.
• Establish metrics and indicators.
• Metrics and indicators to assess information operations is a rapidly evolving field involving cutting edge research in academia, government and industry.
• Consider forming multidisciplinary academic teams to survey existing metrics and indicators, and identify their strengths and weaknesses in measuring the impact and effectiveness of information operations.
• Consider using multidisciplinary teams to develop new metrics and indicators, and methods for monitoring and measuring the complex causal relationship between offline and online behaviour.

Technology
• Use off-the-shelf third party and native tools/capabilities to monitor the social media environment, including key groups and individuals. If required, develop customised responses.
• Consider bringing academia and industry together to:
  • Translate academic capabilities including technological and human resources, skills and expertise into commercially viable products, and
  • Cultivate academic and industry capabilities to create relevant technologies and human resources.
• Conduct horizon scanning relating to advancing technologies to maintain awareness of evolving platforms and countering techniques.

Interoperability

• Engage with Australia’s Five-Eyes partners (and other allies) on information operations and joint forces interoperability. Where possible and appropriate, coordinate with these partners to develop capabilities and doctrines for information operations.
• Engage with regional partners in the Indo-Pacific to increase resilience to malign or hostile information operations and to boost, where possible and appropriate, local capabilities in the information environment.

CONCLUSION

This report provides an overview of the IRA in the context of the Russian influence operations ecosystem. It focuses on the strengths and weaknesses of the IRA as a state sponsored entity that perpetrated information operations. It is framed around four key themes, Governance and Ethics, Persuasive Technology and Techniques, Systems and Technology, and Campaign Awareness and Sensemaking, and addresses the associated research questions. It shows that the IRA derived strength from its establishment as a digital marketing firm, contracted as a private military company to the Russian Government.

The IRA wasn’t hamstrung by ethical considerations. It was free to act with ethical fluidity and this helped it drive its messaging to a large audience. The report shows the IRA’s roughly 1000-strong workforce included people with varying competencies in social media, systems and technology, and persuasive techniques informed by psychology. The IRA relied heavily on established social media tools to conduct its large volume, high-speed messaging campaigns.

The report tracks the IRA’s evolution in influence operations, developing tactics locally in the first instance, then applying what it had learnt to operations of a more strategic, geopolitical nature, including the 2016 US elections. Based on the key findings, the report recommends that, as part of its emerging influence operations capabilities, the Department of Defence:

(i) Develop training regimes to establish an agile, innovative workforce, including people trained to scan the horizon for advancing technologies, to ensure ongoing awareness of evolving platforms and countering techniques.
(ii) Augment native tool sets with off-the-shelf, third-party tools to monitor social media, and identify vulnerable groups and individuals relevant to Australia’s national interest.
(iii) Survey and develop methods for identifying, monitoring, and measuring the predictability, and complex relationship, between online and offline behaviour.
(iv) Develop an ecosystem combining Defence, intelligence, and non-government personnel to provide expertise across the full spectrum of operations.
(v) Engage with regional partners in the Indo-Pacific to increase resilience to malign or hostile information operations, and to increase, where possible and appropriate, local capabilities to combat this influence.